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Abstract. This paper analyzed the feature selection for reducing the number of input variables when developing a predictive 

model. Boruta Algorithm is using in this paper as a wrapper around a Random Forest classification algorithm. Boruta 

algorithm is one of the algorithms used to determine the significant variables (feature selection) in a classification model 
in the machine learning approach, as supervised learning. Our results show that on the German Credit Data from the UCI 

Machine Learning with 20 variables, feature selection using Boruta Algorithm with Python Programming obtains 4 

significant features. 

INTRODUCTION 

Machine learning method consists of two approaches, i.e., supervised and unsupervised approach [1, 2]. In 

practice, supervised learning has two stages: feature selection and classification [3]. This study focuses on the feature 

selection issue for the supervised learning. Supervised learning is known as classification model. 

In machine learning and statistics, feature selection, also known as variable selection or attribute selection, is the 

process of reducing the number of input variables when developing a predictive model [4, 5, 6, 7]. There are two 

approaches in performing the feature selection stage. The first is the statistical-based feature selection techniques and 

the second is artificial intelligence-based feature selection techniques [8]. 

 For the first one, statistical-based feature selection methods involve evaluating the relationship between each input 

feature and the target feature using statistics. These methods selecting those input features that have the strongest 

relationship with the target feature. As we know, statistical-based feature selection techniques can be fast and effective, 

although the choice of statistical measures depends on the data type of both the input and output features. For this 

reason, many practitioners use statistical-based feature selection techniques to reducing the number of input features. 

It would be very helpful if the classification stages used in this classification model is also a statistical-based classifier. 

If not, we will work twice to solve the classification model problems, such as use statistical-based feature selection 

techniques for feature selection stages (i.e. Multivariate Adaptive Regression Spline (MARS) model) [9, 10] and use 

artificial intelligence-based classifier techniques to solve classification stage (i.e. Random Forest classifier) [11, 12, 

13, 14].  

 Boruta algorithm uses a wrapper approach built around a Random Forest classifier which is homogeneous 

ensemble classification algorithm [5, 6]. Boruta algorithm offers problem solving of classification model problems, 

such as in feature selection and classification stage. The algorithm is an extension of the idea introduced by to 

determine relevance by comparing the relevance of the real features to that of the random probes [15]. In this study, 

we only use Boruta Algorithm to determine the significant features in a classification model, or feature selection stage. 
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   Feature selection is used in this study to determine the selection feature based on the 20 features in the German 

Credit Data which is taken from the UCI Machine Learning Repository. In some other study, Boruta algorithm 

implemented in the R package randomForest to solve feature selection [16]. We tried to use another programming 

language to solve this problem. Therefore, in this study the feature selection using Boruta Algorithm performed on 

python programming, as well as with BorutaPy Libary.  

BORUTA ALGORITHM 

Boruta algorithm is one of the algorithms used to determine the significant variables (feature selection) in a 

classification model in the machine learning approach. This feature selection stage is necessary because there is often 

a decrease in model accuracy when the number of variables in the model is far from the optimal, as we know 

parsimonious model. The following are the steps in running the Boruta Algorithm [4]: 

 

a) Extend the information system by adding a copy of all the variables used (the information systems are always 

extended by at least 5 shadow attributes, although the number of original attributes is less than 5); 

b) Randomize additional attributes to remove their correlation with the dependent variable; 

c) Execute the classification model for the extended information system and collect the calculated Z-score; 

d) Determine the maximum Z-score of the shadow attributes (MZSA), and assign each attribute that has a Z-

score that is better than the MZSA; 

e) For each attribute whose importance cannot be determined, perform a two-way equation test with MZSA; 

f) Regard the attributes which are of significantly less importance than MZSA as “unimportant” and 

permanently removed from the information system; 

g) Consider attributes that are of significantly more importance than MZSA as “important”; 

h) Remove all shadow attributes; 

i) Repeat this procedure until the importance is established for all attributes, or the algorithm has reached the 

pre-defined limits on the classification model used. 

 

The idea of Boruta algorithm and the basis for the foundation of the random forest classifier is same, that by adding 

randomness to the system and collecting results from the ensemble of randomized samples. Based on the idea, we can 

reduce the misleading effects of random fluctuation and correlation [4]. On Boruta algorithm, this extra randomness 

will provide clarity about which attributes are absolutely important [4].  

Some advantages of Boruta algorithm such as works well for both classification and regression problem, considers 

multi-variable relationships, handling interactions between variables, and improve on random forest variable 

importance measure which is a very popular method for variable selection. 

Figure 1 illustrates the flowchart for this research where dataset is divided into two groups, i.e. training and 

validation sets. Dataset in the training set is then processed to select significant features. In this study, we used Boruta 

algorithm which was discussed before in point (a) to (i) as a feature selector. 

IMPLEMENTATION 

In this study, we using Python programming to solve feature selection. One library in the Python programming 

language that can be used in performing feature selection is BorutaPy library. The following describes some of the 

functions and parameters contained in the BorutaPy library which are useful in feature selection to determine 

significant features in a classification model. 

 

a) n_estimators 

set the number of estimators needed in the ensemble method. As if set auto then the amount will be 

automatically adjusted to the size of the dataset used. 

b) alpha 

Determine the p-value in testing the significance of features in the model where the default value is 5%. 

c) verbose 

Adjust the verbosity level of the resulting output. 

d) random_state 

Determine random numbers in managing the Boruta algorithm execution. 
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e) fit 

Make adjustments between the models used and the available datasets. 

 

f) support_ 

Show significant variables in a model. 

 

 
FIGURE 1. Flowchart 

 

The data used in this paper is German Credit Data which is taken from the UCI Machine Learning Repository. 

This data consists of 20 features, such as status of existing checking account, duration in month, credit history, purpose, 

credit amount, savings account/bonds, present employment since, installment rate in percentage of disposable income, 

personal status and sex, other debtors/guarantors, present residence since, property, age, other installment plans, 

housing, number of existing credits at this bank, job, number of people being liable to provide maintenance for, 

telephone, and foreign worker. 

Open Google Colab then call up some basic libraries needed in classification modeling, such as the Pandas and 

sklearn libraries, by typing the following code: 

 

 
 

German Credit Data uploaded in Excel format. As for the columns classified as categoric variables, then they are 

stored in a list for later processing into dummy variables. After that, define some of the functions to measure 

categorical variables into dummy variables. Implement these functions on categorical variables that have previously 

been collected in a list through the following code: 

 

 

Input the dataset 

Divided into 2 groups 
 (training and testing set) 

Feature Selection in training 

set using Boruta Algorthm 

Execute the point (a) to (i) 

End 

Start 
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The dependent variable (Y) belongs to a categorical variable (binary) so that the problem is represented in a 

classification model. The other variables are considered as independent variables (X). The following is the code to 

separate the two types of variables so that they can be modeled further. 

 

 
 

The next step is splitting the data into two groups known as training data and testing data. For this study, the 

separation was carried out proportionally between classes in each group using the Simple Random Sampling 

Technique with the train_test_split function where the comparison of the size of the training data and the testing data 

was determined to be the same, namely 50:50, as coded as follows: 

 

 
 

The first step in performing feature selection using the Boruta Algorithm with the BorutaPy Library is to convert 

the separated data types into array data types according to the needs of using the library, as shown below: 

 
 

 Furthermore, the execution of the installation and the call to the Boruta library on Google Colab as follows: 

 
 

Define the classification model that will be used in which the Boruta Algorithm will be executed on that model. 

The classification model used is the Random Forest model available in the Sklearn library with the 

RandomForestClassifier function code where the value of each required parameter is determined subjectively as 

follows: 

 

 
 

Now the Boruta Algorithm is ready to be executed in the Random Forest model, as coded below using the BorutaPy 

function where the selected variable has a standard significance value of 5%, with a maximum iteration of 100 times: 

 

 
 

The output of the code is to classify the features contained in the classification model into 3 (three) parts according 

to the size of the contribution of each feature in classifying each observation. To find out which features contribute 

strong and weak, it can be seen through the support function as follows: 

 

 
 

Based on code ‘accept’, we find that the significant feature from German Credit Data are status of existing checking 

account, duration in month, credit amount, and age. The result of feature selection using Boruta algorithm is the same 

as if we use Multivariate Adaptive Regression Spline (MARS) model in other study [2]. In other words, it can be 

concluded that this Boruta algorithm is effective in performing feature selection. Furthermore, this Boruta algorithm 

can be used for the next stage, i.e. classification. 

080004-4

 08 August 2023 22:57:01



CONCLUSION 

In this paper, we have been discussed feature selection for reducing the number of input variables when developing 

a predictive model. Feature selection in this paper using Boruta Algorithm, as a wrapper around a Random Forest 

classification algorithm. They are implemented to the German Credit Data with python programming, as BorutaPy 

Library. The results show that there are 4 features that are significant from 20   features German Credit Data, i.e. status 

of existing checking account, duration in month, credit amount, and age.  

As future work, the same experiment can be implemented to the other data sets. Furthermore, Boruta Algorithm 

can be used to classification. Therefore, the Boruta algorithm can effectively in solving supervised learning problems, 

both for the feature selection and classification stages. 
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